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● What kind of data does Datadog store? Lots. 
○ A small percentage of bytes are in Postgres, but those bytes are still important!
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● Metrics timeseries data - not in Postgres
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● Logs / events storage - not in Postgres
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● Specialized tools for specialized jobs

real-time 
timeseries 
database 

purpose-built in 
Rust for high 

throughput and low 
latency

columnar store optimized 
for streaming ingestion 

and hybrid analytical and 
search queries

I have some data to store in a table…
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I have some data to store in a table…

users dashboards monitors

Temporal backend vectors

internal control planeshosts notebooks

incidents
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US1
● Chef-configured EC2 instances for everything, including Postgres (RDS for Postgres didn’t exist!)
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US1
● Chef-configured EC2 instances for everything, including Postgres
● Using Kubernetes for almost all workloads
● Moved to RDS in 2022

EU1, US3, US5
● Using new-to-Datadog cloud providers GCP and Azure
● Not using Chef to configure VMs, using Kubernetes
● Use the cloud-managed services in order to run Postgres, GCP CloudSQL and Azure Single Server
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● Making use of AWS RDS, GCP CloudSQL, and Azure Single Server all at the same time
○ All these managed services means we didn’t need any database team, right? 
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● Making use of AWS RDS, GCP CloudSQL, and Azure Single Server all at the same time
○ All these managed services means we didn’t need any database team, right? 

WRONG
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● Making use of AWS RDS, GCP CloudSQL, and Azure Single Server all at the same time

CON - Cloud provider APIs and concepts all vary greatly - Automation needs to be written 3 times
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● Making use of AWS RDS, GCP CloudSQL, and Azure Single Server all at the same time

CON - When you need consistency, like support for new extensions like pgvector, across all the 
providers
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● Making use of AWS RDS, GCP CloudSQL, and Azure Single Server all at the same time

PRO - the patching, maintenance, and backups are generally excellent
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● Making use of AWS RDS, GCP CloudSQL, and Azure Single Server all at the same time

PRO - Availability/reliability is generally very good
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● Making use of AWS RDS, GCP CloudSQL, and Azure Single Server all at the same time

NEUTRAL - Support - generally responsive and helpful, but most of the time only needed to contact 
when something wrong inside the black box
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● Making use of AWS RDS, GCP CloudSQL, and Azure Single Server all at the same time

You get the foibles of ALL the providers, but the only get to take advantage of the benefits if all of the 
providers implement it
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● Multi cloud-managed databases wasn’t sustainable to support our growth
● We can run it ourselves, on Kubernetes! 
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Why Postgres on Kubernetes?
● Control of our own destiny
● Uniform stack - database works the same everywhere (even if we miss 

out on the best)

Reasons not to run Postgres on Kubernetes?
● Cost (without re-architecting databases) is not cheaper
● Increased complexity
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What does our Postgres on Kubernetes set up look like?

Open source components:
● Postgres
● Patroni
● Wal-g
● Just a helm chart, not an operator

○ Higher level automation is achieved through Temporal 
workflows
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Start with a Kubernetes pod
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Every pod gets a PVC

● Default to remote storage
○ Scale compute independently
○ Easy resizing
○ attach/detach when replacing hosts

● Local NVME instances when needed
○ High I/O use cases
○ Cheaper at the extremes
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Need high-availability, so we add 2 more pods
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Patroni uses ZooKeeper for leader election and configuration
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A simple envoy proxy deployment will redirect traffic to the current 
Postgres leader using Patroni apis
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Optionally, we can also set up 
dedicated read replica pools 
for high traffic clusters
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We can run Postgres on Kubernetes, but we have a large existing footprint of 
databases in each datacenter

How do we prioritize what to migrate to Postgres on Kubernetes?
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:azurechaos:
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:azurechaos:
( there is no :awschaos: or :gcpchaos: )
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Postgres limitations for Azure Single Server (which is now “retired” 💀 )
● Severe limitations on scaling and reliability due to a limit of 5 replicas 
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How we use replica pools

https://excalidraw.com/#json=Dpj5w4wMQbPlYjQVgPBZ0,FDYd_ERUHRQz8lFi4N7JkQ
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5 replica limit in Azure Single Server

https://excalidraw.com/#json=U6BLRZ6lfqzdSWrDVcjmo,IWPPJ_91oqBMacT-NZCH8g
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Host in username to connect - Very hard to do traffic shifting

https://excalidraw.com/#json=7I1XZv8OHAGBOnu0TEqYi,lyLgJ0s9guSJbKbEdn2iuA
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https://app.datadoghq.com/event/explorer?query=team%3A%28adp-infra%20OR%20orgstore%20OR%20orgstore-engine%29&cols=&event=AgAAAY_Ge9egrjRPNwAAAAAAAAAYAAAAAEFZX0dmeWRJQUFCSVJ0dF9kcEdRcmxRSQAAACQAAAAAMDE4ZmM2ODctMzFjMy00NWZiLTliNDctM2UxZDM1YjgyYTVj&messageDisplay=expanded-lg&options=&refresh_mode=sliding&sort=DESC&view=spans&from_ts=1721873473094&start=1716850436000&end=1717023236000&to_ts=1721874373094&live=true
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A Gateway with strict limits that we have no control over

20 connections/sec max

https://learn.microsoft.com/en-us/azure/postgresql/single-server/overview-single-server
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Single point of failure DB replicas
+

Mass restart events
+ 

Strict connection limits
=

Lots of incidents :( 
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How do we begin to solve the problem? 
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Replicas Unleashed

Benefits
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Replicas Unleashed

New failure point:
● Migrations
● Large write txns

49



A recipe for zero* downtime cutovers

50



A recipe for zero* downtime cutovers

51

*: This can mean very different things to different people…

● Zero connections broken? That’s good, but tight statement timeouts don’t 
tolerate long pauses

● Zero errors return to users? That’s great! Application code needs to handle 
that everywhere

● Zero SLOs broken - keep impact within “typical” maintenance operations, 
like restarts, <30sec. 100% uptime is not a standard I want to be oncall 
for…
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What you need?
● Ahead of time: A proxy/piece of infra in front of your database that you 

control and can update quickly to shift traffic
○ Have used pgbouncer, haproxy, DNS record, envoy, our custom 

pg-proxy
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What you need? 
● Ahead of time: Logical replication

○ Tables need replica identities
○ Ideally, no DDL operations
○ For large databases with small write volume, can start from a backup 

and use pg_replication_slot_advance from when the backup 
was taken

○ Doesn’t trigger autoanalyze!
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What you need?
● Cutover: block traffic to the source

○ pgbouncer pause
○ ALTER ROLE NOLOGIN + kill connections
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What you need?
● Cutover: Making sure data is synced

○ Check flush_lsn from pg_replication_slots
○ Use a “tracer” table
○ Need to sync sequence values! Some dbs have 10s of thousands…

■ SELECT format(E'SELECT format(E\\'SELECT pg_catalog.setval(\\\\\\'%1\$I.%2\$I\\\\\\', 

%%s, %%L);\\', last_value, is_called) FROM %1\$I.%2\$I;', relnamespace::regnamespace, 
relname) FROM pg_class WHERE relkind = 'S' AND relnamespace NOT IN 
('information_schema'::regnamespace, 'pg_catalog'::regnamespace, 
'pg_toast'::regnamespace) ORDER BY relnamespace::regnamespace::text, relname
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What you need?
● Cutover: Direct traffic to the target and see queries succeed!

○ Update configuration for whatever proxy/DNS you’re using
○ Use percentage based rollouts to slowly ramp up read traffic
○ Write traffic can be scary due to the “big bang” aspect
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https://github.com/DataDog/dd-source/blob/deb51d1fa0fb390fede5629fbfbfa14257b46f4a/domains/postgres/apps/internal/worker/pgk_migration.go#L189
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https://app.datadoghq.com/notebook/8251272/migrating-to-postgres-on-kubernetes-in-us3-prod-dog-reliability-wins
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Azure Single Server instances
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Pros:

● No artificial limits on disk space or replica counts
● Full control over extensions
● “Real” superuser
● kill -15/-9 or kubectl delete pod --force

Cons:

● Validating version updates is a lot of work - Postgres, Patroni, wal-g, etc
● We’re on the hook for managing restarts/failovers
● k8s is a leaky abstraction sometimes - need host observability to understand perf problems
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What are we doing with the control that we’ve gained?
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A custom proxy that matches Datadog’s style of internal service
● JWT authentication so that applications don’t worry about database passwords
● Metrics, logging, traces all in our Datadog standard
● Dynamic configuration updates for traffic shifting
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Supporting all database sizes
● Multitenant Postgres with many logical databases in the same pod
● Single tenant on Kubernetes nodes shared among other pods
● Single tenant on dedicated Kubernetes nodes
● Sharding an application across multiple Postgres clusters
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Big bets we’re looking at (but aren’t currently doing)
● Database devex - declarative infra
● “In database” sharding - Citus/pgdog/multigres/neki
● Storage extensions like orioledb
● Custom builds of Postgres for observability/features
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Modern Role and Authentication Management Through 
a Custom Proxy

Date: 2025-09-30
Time: 16:00–16:50
Room: Forum B
Level: Intermediate

We’re hiring! For Postgres focused engineers and product managers and you'll see both on the careers site 
https://careers.datadoghq.com/


